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A b s t r a c t  Envi ronmenta l  issues have been  considered to be 
very impor tan t  for a long time. W e  bel ieve that  they should 
be examined from an interdiscipl inary view point  in order  
to reach a solution, because they  have arises as the conse- 
quence of complex interact ions among various factors. This 
article proposes  a new model  t e rmed ColorChanger. By 
using this model,  we aim to explore  the nature  of ecological  
issues beyond separate  discussions on specific subjects, and 
make  the acquired knowledge  available to encourage the 
solut ion of environmental  issues. This article also reports  on 
the results of the pre l iminary experiments .  
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1 Introduction 

Envi ronmenta l  issues have been  considered to be very im- 
por tan t  for a long time. They have been discussed in a wide 
range of fields from academic research to the in ternat ional  
a rena  of politics. There  are many  academic fields in which 
envi ronmenta l  issues are tackled. However ,  there  seems to 
be an essential p rob lem with convent ional  approaches.  Fo r  
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instance, there  is a biological  field te rmed conservat ion 
ecology, which investigates environmental  issues. Conser-  
vat ion ecology belongs to ecological  science, and aims at the 
conservat ion of biological  diversity by conduct ing basic/ 
appl ied  research. Al though  the subjects of this approach  
range widely from genetic issues to landscape design, they 
rarely pay at tent ion to the  economic effects. On the other  
hand,  environmenta l  economics is a field in which environ- 
menta l  issues are discussed from an economic poin t  of view. 
In environmenta l  economics,  the model  of consumer  and 
business behavior  in t radi t ional  economics is evoked  to 
explain who acts on the environment  and why, and who 
suffers envi ronmenta l  damage  and how. However ,  a consid- 
erat ion of the dynamics of life is rarely involved in these 
investigations. In  the artificial society approach,  which is a 
growing field, dynamic models  are invest igated where  both 
environments  as resources  and economic behavior  are con- 
sidered. So far, however ,  most  of them leave envi ronmenta l  
var ia t ion out  of considerat ion,  al though this must  be very 
impor tan t  when examining environmental  issues in the real  
world from an interdiscipl inary point  of view. 

Recent ly ,  A k i y a m a  and Kaneko  1 constructed a com- 
puta t ional  model  to focus on the interact ion be tween  the 
dynamics of the envi ronment  and agents '  actions, and 
successfully analyzed the effects of this in teract ion on the 
dynamics of the envi ronment  and the evolut ion of agents '  
actions. Their  study does not  necessari ly cope with environ- 
menta l  issues directly, but  gives some indicat ion that  this 
type of constructive methodology  could be very impor tan t  
when investigating the dynamics of the interact ions be- 
t~veen economic and ecological  phenomena.  

Encouraged  by their  results, we propose  a computa t iona l  
mode l  that  makes  it possible to discuss envi ronmenta l  issues 
f rom both an economic and a biological point  of view. Our  
mode l  consists of an economic activity mode l  based  on 
agent -based  modeling,  and a natural  envi ronment  model  
based  on cellular au tomata  modeling. By conduct ing 
computa t iona l  exper iments ,  we focus on the interact ion 
be tween economic activities and environmenta l  var ia t ion 
based on the dynamics of an ecosystem surrounding human 
beings. 
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2 The model 

2.1 Overview 

There  are several  species of agents (players)  and several  
game fields in ColorChanger. We denote  a set of agent  
species as S = {1, 2 . . . . .  s} and a set of game fields as G = 
{1, 2 . . . . .  g}. E/ich game field has a two-dimensional  space 
that  is marked  off into i • i hexagonal  cells, on which 
players  r epea ted ly  play some sort  of economic games. Each 
cell has a "color"  which expresses the state of its biological  
environment ,  and can be perceived by nearby players, in- 
cluding the agent who is on it. Each cell changes its color 
according to the color pat terns  on nearby  cells like cellular 
automata .  We define a set of players  as N = {1, 2 . . . . .  n} in 
each game field. These n players  are selected randomly  
from S. Each agent  gets a reward  by affecting its environ- 
ment,  in o ther  words,  by changing the color of the cell on 
which the agent  resides. This is meant  to be an economic 
action, and is decided based on a species-specific decision- 
making function (Fig. 1). A n  au tonomous  transi t ion and a 
passive transi t ion by the agent  in the  color of each cell 
consti tute one round. Each game consists of T rounds, and 
games are p layed all at once in all game fields. Each agent  
acquires its profit  in every round.  Genet ic  operat ions  are 
conducted  after all games in g game fields are finished, as 
descr ibed in Subsect. 2.4. These  procedures  are conducted 
again and again. 

2.2 Detai ls  of the game 

The color densi ty of the cells surrounding p layer  i at t ime t 
is expressed as ei(t) = (eC(1)(t), eC(2)(t) . . . . .  eC(c)(t)), where C 

is a set of colors on which cells can be laid. Each p layer  has 
a state and a decis ion-making function. The state corre- 
sponds to the profit  in the current  round. There fore  the 
states and the decis ion-making functions of the agents are 
deno ted  by y(t) = @1(0, y2(t) . . . . .  y'( t ))  and f = (fs(1), 
fs(2) . . . . .  fs(n)), respectively,  where  the state of p layer  i who 
belongs to species S(i) at t ime t and the decis ion-making 
function of  p layer  i are deno ted  by yi(t) and fs(o, respec- 
tively. Player  i decides its next action a~(t) based on e~(t) and 
y(t). All  of the players '  actions are deno ted  by a = (al(t), 
a2(t) . . . . .  an(t)). Each player ' s  individual  actions can be 
ei ther  a "wai t"  (doing nothing) w, or changing the color  of 
the cell on which the agent  resides into one of the set of 
colors D - {mt, rn2 , . . . ,  ma}(m,, ~ C). The set of  these 
feasible actions is denoted  by A = {w, x"l, x'2 . . . . .  xmd}, 
where  xmi is the action of  changing the color of a cell into 
color mi. A and D are shared among all players,  and  are 
fixed throughout  the generat ions.  

The  initial  state of each p layer  is assigned a r andom 
number  genera ted  from a normal  distr ibution with a mean 
of 0.10 and a variance of 0.10 before  the first round  of the 
game. Each  round consists of the  following three steps: (1) 
envi ronmenta l  variation; (2) decis ion-making by players;  
(3) effects of actions on cell colors and allocation of profits 
to players.  

(1) Envi ronmenta l  variation. This step consists of  two 
steps. One is to change the colors of cells autonomously ,  
and the o ther  is to decrease the p layers '  states to yi(t)' = 
UN(j(t)). W e  set UN(y) = 0.9y in this paper .  

(2) Decis ion-making by players.  Player  i 's decision- 
making function fs(i) decides its act ion ai(t) based on the 
states of the  environment  a round  that player,  ei(t) ( the den- 

Fig. 1. Conceptual diagram of 
ColorChanger. The upper plane 
depicts the agent model, and the 
lower plane depicts the environ- 
ment model. Mutual relations be- 
tween the models are indicated by 
arrows 
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sity of the color in each neighboring cell), and the states of 
all players in its game field, y(t)': 

ai(t) = fs(O(ei(t),y(t)') (]) 

where fs(o is the inner structure of player i, and is invisible to 
other players, which could vary throughout its evolution. 

(3) Effects of actions and allocation of profits. Each 
decision-making function of player i selects the largest 
motivation for feasible action in the motivation map ~ under 
the situation {e~(t), y(t)'} as follows: 

max({mtv~}) :mtvr = ~bei(t) + ~ .  0lryl(t) ' + ~ (2) 
f e N  

where rntv, is the motivation for action r(r ~ A), {~1,} is a 
(d + 1) • n real-number matrix, {Or} is a (d + 1) • c real- 
number  matrix, and {~} is a (d + 1)-dimensional real- 
number  vector. Each element of  {~lr}, {Or}, and {~,} of the 
initial species of players is a set of random numbers gener- 
ated from a normal distribution with a mean of 0.0 and a 
variance of 0.1. Players' actions decided in the previous step 
can change the colors of cells. The aggregate profit R is 
distributed to each action as P = {po(~), pD(Z),..., pZ~(d)}, 
based on the state distribution (at the time before the state 
change) calculated on randomly sampled cells as market  
values in reverse proport ion to the frequency of the states. 
This method of profit distribution is based on the simple 
economic property that the rarer items have the higher 
values, and should make similar dynamics to the one in the 
so-called Minority Game. 3 Each pD(0 is equally divided 
among all players who chose action D(i), which increases 
the states of the players. Then all players pay a cost Q. 

2.3 Rules of color change and agent actions 

A set of the colors of cells is denoted by C = {1, 2 . . . . .  c], 
and each cell always takes one of these as a state. We 
adopt two types of rule by which cells change their color, 
SimpleCA (Fig. 2) and EcosysCA. The actions of players 
are also defined according to the adopted rule as follows. 

(1) SimpleCA. The next color of each cell is decided by 
roulette-wheel selection based on the distribution of colors 
in the group of the six neighboring cells and itself. In  count- 
ing each color, the number  of its current color is multiplied 
by v in order to take account of an inertial effect concerning 
change of color. Agents  are able to change the color of the 
cell on which they reside. 

(2) EcosysCA. This rule expresses the dynamics of the 
ecosystem. The color of each cell represents the species of 
animate beings on it, and is denoted by L = {1, 2 , . . . ,  l}. An  
ecological food chain is predefined by links among the spe- 
cies based on the method by Williams and Martinez, 4 and 
the ecological niche can be organized under this rule. Not 
more  than one animate being of each species can exist on 
each cell. In every time-step, every animate being on each 
cell executes one of the following actions: preys, bears a 
child, or moves. Prey is an action with a top priority, and is 
possible only when a prey exists on the same cell. The other 
two actions are conducted within six nearby cells. If  there 
are no possible actions, the animate being stays on the same 
cell. These actions of animate beings change the colors of 
the cells. The color pattern on the plane of the game fields 
corresponds to the ecological niche. Two types of experi- 
ment  concerning the players'  actions are being conducted. 
One is that players directly affect the animate beings by 
hunting them and eliminating them from the cell. The play- 
ers can affect d kinds of animate being randomly selected 
f rom L. The other experiment is that players do not deal 
directly with the animate beings, but change the colors of 
the cells on which they reside. A change of color by a player 
means that an animate being dies and/or is born. The play- 
ers can change d kinds of color randomly selected from C, 
which contains 2 ~ colors that the cells can be laid on. 

2.4 Evolution 

Genetic operations are conducted on the agent species. The 
fitness of each agent species is calculated as the average 
profit of all agents that belong to the species during T 
rounds. The k species with the lowest k fitness are elimi- 

Cell  A 

Color ~ : )  

Number 3 l 3 

Fitness 3 2 3 

Next Color is decided by Roulette 
Wheel Selection Based on Fitness 

< Transition Rule : SimpleCA > 

Fig. 2. Details  of the environmental  model  and the agent  model  with n 
= 3 (number  of agents), c = 3 (number  of colors which a cell can be laid 
on), d - 2 (number of colors to which agents change), v - 2 (coefficient 
of an inertial  effect), and the SimpleCA rule. The cental figure ex- 

Agent  B 

Decision-malting 
Function 
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[ 3'1 1 e : L JoT.6 

< Agents Information y(t) > < En~h'onment Infollnation e(t) > 

Agent State Color Number hfformation 

b) l . l  ~ 2 2/7 l(agent 

12 (agent c) 0.7 ~ 3 3/7 

i 3 (agent a) 2.1 g ~  2 2:'7 

Action Motivation 

Change 1 3.35 

Selected Action -~ ' iCl)ange2 * . . . .  8.25 ~ .m 

Wait 5.42 

< the decision way of agent's action > 

presses the situation at t ime t, the left box shows an example  of color 
change on cell A, and the right box shows the decision-making by agent 
B 
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Fig. 3. Average fitness of agent species (in the SimpleCA model: n = 3, 
c 3, d 3, I=50,  g=60,  T=400, s=lO,  k = 3 ,  R=l .5 ,  v=2 ,  Q 
= 0.3) 

Fig. 4. The degree of divergence in color distribution with or without 
economic agents. The gray line shows the average divergence degree of 
colors, and black line shows the approximate curve 

nated,  and the surviving s - k species leave their  offspring 
with the same decis ion-making function for the next genera-  
tion. The  e l iminated species are replaced by k new species. 
These  are k mutan t  species r andomly  selected from surviv- 
ing species. Muta t ion  happens  to every coefficient of the 
decis ion-making function of the parent  species. Each 
coefficient in the decis ion-making function of a new mutan t  
is chosen as a r andom number  f rom the normal  distr ibution,  
where the variance is 0.1 and the mean  value is the corre- 
sponding e lement  of {~1}, {0}, and {~] in the decis ion-making 
function of the pa ren t  species. 

3 Preliminary experiments 

SirnpleCA was adop ted  as a t ransi t ion rule in the prel imi-  
nary experiments .  The  following parameters  were used: c 
(number  of cell colors) = 3, n (number  of agents in each 
game field) = 3, and d (number  of colors into which an 
agent  can change) - 3. The envi ronmenta l  model  was ini- 
t ial ized with equal  frequencies of each color in a r andom 
spatial  distr ibution.  Other  pa ramete r s  were set as follows: 
i = 5 0 ,  g =  60, T = 4 0 0 ,  s =  10, k - 3 ,  R = 1.5, v = 2 ,  and 
Q = 0.3. 

F igure  3 shows a typical t ransi t ion of the average fitness 
of agent  species. The  fitness of agents shows a tendency to 
increase smoothly.  Dur ing the first 1000 generations,  the 
agents '  s trategy (decis ion-making function) has no clear 
tendency,  which generates  a lot  of "gambling"  agents that  
behave  in a hit-or-miss fashion. The  strategy of the agents 
becomes  relat ively stable, without  large oscillations, beyond  
about  the 1000th generat ion.  A t  the same time, the behav- 
ior of the agents also begins to change into the actions 
needed  to obta in  an assured income. The same strategy 
cannot  always take  a high fitness, because of the "noisy" 
si tuation in our model ,  including some sort of bounded  
rationali ty.  On the other  hand, there  is a case where a good 
strategy continues to exist for a long t ime, and similar strat- 
egies are genera ted  by mutat ion,  which causes a decrease 
in the average fitness owing to a decrease in diversity. 
The "wait"  action gradually d isappears  as the generat ion 

changes. The  reason seems to be that  it becomes  more  
advantageous  to do something, even though it is more  risky 
than doing nothing. 

Figure 4 shows the effect of the agents activities on the 
environment .  The degree of divergence in color dis tr ibut ion 
with or without  agents is measured  as follows: 

! Z ( E / - / i )  2 (3) 
C iEC 

where  E~ is the actual existence ra te  of color i, and/~ is the 
ideal  existence rate  of color  i. Ii is calculated as the average 
existence ra te  based on au tonomous  change in the envi- 
ronment  without  agents. In this case, when SimpleCA is 
adopted,  the  ideal average existence rates of all colors are 
the same because  each color has the same probabi l i ty  of 
existence. This graph shows that  the colors did not  change 
much, a l though there are  oscillations in each generat ion.  
There  is no significant difference in the  influence of agents 
on the envi ronment  throughout  the generations.  I t  is re- 
markab le  that  the evolut ion of agents has so litt le effect on 
the environment ,  while it  brings about  a gradual  increase in 
gains of agents. 

4 Summary 

ColorChanger is an a t tempt  to investigate the interact ions 
be tween  the dynamics of the envi ronment  and the agents 
that  influence the environment ,  in o rder  to make  it possible 
to discuss envi ronmenta l  issues f rom both  an economic and 
a biological  point  of view. There  are  some noises which 
influence the dynamics in this model:  the differences in the 
envi ronmenta l  informat ion on all game fields, the environ- 
menta l  informat ion obta ined  by  agents, and informat ion on 
the dis tr ibut ion of the colors used for the al locat ion of 
rewards.  Based  on pre l iminary exper iments ,  we have shown 
that  the agents could increase their  fitness in spite of  these 
factors. W e  conducted the exper iments  with an environ- 
menta l  mode l  based on the dynamics of the ecosystem gen- 
e ra ted  by the EcosysCA rule descr ibed in Sect. 2.3. 
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